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Null Polygonal Wilson Loops in 
Conformal Gauge Theories

Wilson Loops are important observables in Gauge theories.

In the Ising model of QFTs, 
planar N=4 SYM,
WL = Scattering Amplitudes
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=
[Alday, Maldacena; Drummond, Korchemsky, Sokatchev; 
Brandhuber, Heslop, Travaglini; Drummond, Henn, Korchemsky, 
Sokatchev; Berkovits, Maldacena]

= 1 + + · · · + q q̄=

[Alday, Gaiotto,Maldacena,Sever,PV]
(btw, smooth curves can be approximated by null polygons with many edges)



Solving Scattering Amplitudes in planar N=4 SYM is 
tantamount to summing over all flux tube excitations at any 
finite ‘t Hooft coupling.

1 Introduction

We often sum over states to compute physical quantities. We do it when computing partition
functions in quantum or statistical physics. Also, when studying correlation functions in a
conformal field theory, we can successively apply the operator product expansion (OPE) to
write a general n-point function as multiple sums over the states generated by the fusion of
the local operators. What is less widely known is that a similar strategy can be applied for
computing the vacuum expectation values of null polygonal Wilson loops W in conformal
gauge theories [1].

This method, which parallels the one for correlators, goes under the name of OPE as well.
It entails however summing over a rather di↵erent class of states: namely, the complete set of
excitations  of the flux tube supported by two null Wilson lines [2]. For a generic polygon
we have to perform this sum as many times as needed to fully decompose the evolution of the
flux-tube state along the loop. This has to be done n�5 times for an n-edged Wilson loop, in
accord with the counting of conformal invariants of the loop. In a previous communication [3]
we pushed ahead with this idea and proposed that these multiple sums should be organized
into the sequence

W =
X
 i

"
n�5Y
i=1

e�Ei⌧i+ipi�i+imi�i

#
P (0| 1) P ( 1| 2) . . . P ( n�6| n�5) P ( n�5|0) , (1)

which reflects the decomposition (2) of the WL into a sequence of overlapping squares and
pentagons. The geometrical data of the loop, or equivalently the set of (4D) cross ratios
{⌧i,�i,�i}, appears in the first factor only and couples directly to the energy, momentum,
and angular momentum {Ei, pi, mi} of the flux-tube state  i defined on the i-th square. The
other elementary building blocks, which arise from the unions of two consecutive squares, are
the pentagon transitions P ( i| j) between the states  i and  j. They are independent of
the global geometry and fully determined by the flux-tube dynamics. They are the analogues
of the structure constants for local operators:
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Whenever it applies, the pentagon decomposition provide us with the complete informa-
tion on the Wilson loop W . This remains true when we have a marginal coupling � in the
theory: in this case all the OPE data become coupling dependent and the decomposition
holds regardless of the specific value of the coupling as long as the spectrum of flux-tube
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Perturbation theory and the OPE expansion are different. 
Each expansion provides invaluable data for the other. 



A bit slower, building the tessellation:

Number of edges = n

Number of squares = n-3

Number of middle squares = n-5

Number of pentagons = n-4

A given tesselation will naturally come with a radius of 
convergence. Same as for the OPE of local operators. 
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Propagation in the 
n-5 middle squares

A pentagon transition P between 
each pair of consecutive squares

To get Scattering Amplitudes in planar N=4 SYM 
non-perturbatively we need:

The exact spectrum of the flux tube excitations. 

All pentagon transitions between any two flux 
tube eigenstates at any coupling.

The spectrum and the pentagon transitions are 
dynamical observables of the color flux tube. 
They are not geometrical. The geometry enters in a 
trivial fashion in the first square bracket.  

[Basso 2010]

[Basso,Sever,PV 2013] + [Basso,Sever,PV unpublished/work in progress]



Questions for the rest of the talk
What is a nice coordinatization of null polygons from the OPE 
point of view? I.e, what exactly is                ? 

The null polygonal WL is UV divergent because of the cusps. 
What exactly are we computing?

What are the flux tube eigenstates     ? How to sum over them?

How to compute the pentagon transitions at finite coupling?

What happens at weak coupling?

What happens at strong coupling?

�i

�i,�i,�i



conjugation, see footnote 8. Note finally that these form factors, PF (0|u) and PF̄ (0|u), can
be set to 1 by an appropriate normalization of the single gauge field wave function (see end
of this section and section 2.4 for further discussion of this point). Under this convention
the WL (34) becomes

Whex = 1 + 2 cos(�)f(⌧,�) + . . . with f(⌧,�) ⌘
Z

du

2⇡
µ(u)e�E(u)⌧+ip(u)� . (35)

Our next example is the MHV heptagon for which we have

Whep ⌘

(36)

=
X
a,b

Z
du dv Pa(0|u) e�E(u)⌧

1

+ip(u)�
1

+im
1

�
1Pab(ū|v) e�E(v)⌧

2

+ip(v)�
2

+im
2

�
2Pb(v̄|0)

Again, the vacuum contribution gives 1. Then, the leading processes at large ⌧1, ⌧2 are those
involving a single gluonic excitation F or F̄ . Such gluonic excitation can be produced at
the bottom and absorbed at the top. It can also be produced latter or annihilated before.
Furthermore, in the middle transition, it can change its nature. This is because the pentagon
can absorb the U(1) charge of the excitations and convert an F into an F̄ . We therefore
have two possible gluonic transitions

P (u|v) ⌘ PFF (u|v) = PFF (u|v) and P̄ (u|v) ⌘ PFF̄ (u|v) = PF̄F (u|v) , (37)

associated respectively to the U(1)-preserving and U(1)-violating processes: F
�
F̄

�
! F

�
F̄

�
and F

�
F̄

�
! F̄ (F ). In sum, we have

Whep = 1 vacuum! vacuum! vacuum! vacuum

+ 2 cos(�1)f(⌧1, �1) vacuum! F (F̄ ) ! vacuum! vacuum

+ 2 cos(�2)f(⌧2, �2) vacuum! vacuum! F (F̄ ) ! vacuum

+ 2 cos(�1 � �2)h̄(⌧1, ⌧2, �1, �2) vacuum! F̄ (F̄ ) ! F (F̄ ) ! vacuum

+ 2 cos(�1 + �2)h(⌧1, ⌧2, �1, �2) vacuum! F (F̄ ) ! F (F̄ ) ! vacuum

+ . . . (38)

Here, f is the same as before, see (35), the helicity preserving transition contributes as

h(⌧1, ⌧2, �1, �2) =

Z
du

2⇡

Z
dv

2⇡
µ(u) P (�u|v)µ(v) e�⌧

1

E(u)+ip(u)�
1

�⌧
2

E(v)+ip(v)�
2 , (39)
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For a given tessellation in terms of null squares we define the following finite 
conformal invariant ratio:

All cusp divergences drop out of this object. The conformal anomaly of [Drummond, 

Henn, Korchemsky, Sokatchev] cancels out as well. This is a finite conformal invariant object. 

Hence it can only depend on the cross ratios made out of the positions of the cusps 
of the original polygon. For a null polygon with n edges there are 3n-15 such cross-
ratios. (for the heptagon in the figure there are 6 cross-ratios.)

Squares and pentagons have no cross-ratios hence they are fixed by conformal 
symmetry and are given by the BDS ansatz. (This is the analogue of the statement that 2 and 3 
point functions are fixed by conformal symmetry in a CFT.) 

Hence we loose no information in considering this finite ratio.
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FIG. 2. For any middle square in the framing we associate
a GKP time ⌧ , space �, and angle � for rotations in the two
dimensional space transverse to it. They are the three con-
formal cross ratios associated with an hexagon that is formed
by the two pentagons overlapping on that square. Note that
cusps 2 and 5 are the only cusps of the hexagon that are not
shared with the big polygon. Cusps 1 and 4 are the only
cusps of the hexagon that are shared with the middle square.
An hexagon is symmetric under � $ ��. The relative sign
between �

i

and �
i+1 is physical and fixed by demanding that

in the measure limit, �
i

, �
i+1 ! �1, they only appear in the

combination �
i

+ �
i+1.

Therefore, we lose no information by considering these
conformal invariant finite ratios W.

Having described the kinematics we now move to the
dynamics, depicted in figure 1c. We start with the GKP
vacuum in the bottom and evolve it all the way to the
top where it is overlapped with the vacuum again. In
between, we decompose the flux tube state in the i-th
middle square over a basis of GKP eigenstates  i. Each
eigenstate  i propagates trivially in the corresponding
square for a time ⌧i. It then undergoes a Pentagon tran-
sition P to the consecutive square where it is decomposed
again and so on:

vacuum !  
1

! · · ·!  n�5

! vacuum . (1)

In particular for the hexagon we have vacuum !  
1

!
vacuum while for the heptagon we have vacuum!  

1

!
 

2

! vacuum. We see that the heptagon is the first
polygon that contains non-trivial transitions between ar-
bitrary states; for the hexagon the transitions always in-
volve the vacuum.

Following this picture we can write any n-sided WL as

W =
X

 i

e
P

j(�Ej⌧j+ipj�j+imj�j) ⇥ (2)

P (0| 
1

)P ( 
1

| 
2

) . . . P ( n�6

| n�5

)P ( n�5

|0) .

The eigenstates  i have definite energy Ei, U(1) charge
mi, and momenta pi. They are N -particle states with
N excitations on top of the GKP flux tube with N =
0, 1, 2, . . . . The charges Ei,mi, pi of the eigenstate are the
sum of the charges of the individual excitations. A use-
ful way to parametrize the energy and momentum of any
excitation is through a Bethe rapidity u. Then each state
is parametrized by a set of rapidities u = {u

1

, . . . , uN}.
Furthermore, the GKP excitations can be fermions, glu-
ons, scalars or bound-states of di↵erent excitations [13];

W ⌘

FIG. 3. We construct a conformal invariant finite ratio by
dividing the expectation value of the WL by all the pentagons
in the decomposition and multiplying it by all the middle

squares, W ⌘ hW i ⇥
hW1stmiddle sq.ihW2ndmiddle sq.i...

hW1stpent.ihW2ndpent.i...
. This is a

generalization of the ratios considered in [5, 10].

we use aj to indicate which kind of excitation the j-th
particle is and a = {a

1

, . . . , aN} to parametrize the state.
We can now be even more explicit and re-write (2) using
these labels. We shall do it for the hexagon and heptagon
since the generalization is obvious. We have

W
hex

=
X

a

Z
duP a(0|u)P a(ū|0) e�E(u)⌧+ip(u)�+im� ,

W
hep

=
X

a,b

Z
du dv P a(0|u)P ab(ū|v)Pb(v̄|0) (3)

e�E(u)⌧1+ip(u)�1+im1�1�E(v)⌧2+ip(v)�2+im2�2

where ū = {�uN , . . . ,�u
1

} and the measure is

du = Na

NY

j=1

µaj (uj)
duj

2⇡
(4)

and similar for dv. Here, Na is a symmetry factor. It is
equal to 1/N ! for identical particles for example.

The measure and the pentagon transitions are not in-
dependent. Instead they are related as

Res
v=u

Paa(u|v) =
i

µa(u)
. (5)

This relation is understood as follows. We can think of
the Pentagon transitions as pentagon Wilson loops with
insertions, see figure 4b. In position space, taking the
residue u = v is equivalent to studying the �

1

,�
2

! �1
limit of the pentagon transition with �

1

� �
2

fixed. This
limit corresponds to sending the bottom and top pen-
tagon insertions to the edge opposite to the middle cusp,
i.e. close to the left edge in figure 4b. This is conformally
equivalent to flattening the right cusp in this figure. In
this way we end up with the square depicted in figure 4a.
This relates the heptagon and hexagon expansions and
translates into (5).

Contrary to bare pentagon WL (with no insertions),
the Pentagon transitions are no longer fixed by conformal
symmetry. Remarkably enough, as we will see below,
they can be fixed exactly using Integrability.

To measure some charge of the states flowing from A to B we act with the symmetry 
generators (corresponding to that charge) on A (or on B). See e.g. the usual OPE for 4pt 
correlation functions where we act with dilatations on two points to measure what flows from 
two operators to the other two. (Of course acting on both A and B means doing nothing by definition.)

There are n-5 middle squares so the 3n-15 parameters 
coordinatize all conformally inequivalent polygons. 

�i,�i,�i

Similarly, each middle square in our tessellation has 3 symmetries 
corresponding to a time translation, a space translation and a rotation 
of the orthogonal directions. We act with those symmetries on the 
cusps below each that square. In this way we measure the energy, 
momentum and angular momentum flowing in each middle square.

 

Equivalently:

�

�

�



In other words...

�

�



Now we move to the most interesting part, the dynamics. 
What are the flux tube eigenstates     ? How to sum over them? How 
to compute the pentagon transitions at finite coupling?

We will now specialize to planar N=4 SYM.

�i
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�
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2

�
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�
! F

�
F̄

�
and F

�
F̄

�
! F̄ (F ). In sum, we have

Whep = 1 vacuum! vacuum! vacuum! vacuum

+ 2 cos(�1)f(⌧1, �1) vacuum! F (F̄ ) ! vacuum! vacuum

+ 2 cos(�2)f(⌧2, �2) vacuum! vacuum! F (F̄ ) ! vacuum

+ 2 cos(�1 � �2)h̄(⌧1, ⌧2, �1, �2) vacuum! F̄ (F̄ ) ! F (F̄ ) ! vacuum

+ 2 cos(�1 + �2)h(⌧1, ⌧2, �1, �2) vacuum! F (F̄ ) ! F (F̄ ) ! vacuum

+ . . . (38)

Here, f is the same as before, see (35), the helicity preserving transition contributes as

h(⌧1, ⌧2, �1, �2) =

Z
du

2⇡

Z
dv

2⇡
µ(u) P (�u|v)µ(v) e�⌧

1

E(u)+ip(u)�
1

�⌧
2

E(v)+ip(v)�
2 , (39)
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=
�

�1,�2

�
2�

i=1

e�Ei�i+ipi�i+imi�i

�
P (0|�1)P (�1|�2)P (�2|0)

So far we considered mostly kinematics and thus very general (it 
applies to any 4D conformal theory). We found that 

recall that P does not depend on 
geometry since all pentagons are 
conformal equivalent. P is a flux 
tube observable. 



There are several equivalent descriptions of the excited flux tube:

As null Wilson lines with insertions

As large spin operators 

As an excited GKP [Gubser,Klebanov,Polyakov] folded string.

These states have a fixed number of excitations with given momenta and we know 
their spectrum exactly from Integrability [Basso 2010] (we also know how these excitations scatter 

amongst themselves [Basso,Rej;Fioravanti,Piscaglia,Rossi;Basso,Sever,PV]). Hence

                                                                                                   

The vector a indicates which kind of excitations we are considering. For example, 
the state above has two gluonic excitations so that a={F,F}.

F = Fz� on top of the flux tube by means of a linear combination of local operators
of the form3

O = tr (Z DDDD . . . DDDD F DDDD . . .DDDD F DDDD . . .DDDD Z) (20)

where D = D� is the covariant derivative along the null direction x�.

This picture is computationally appealing since a lot is known about single-trace op-
erators in planar N = 4 SYM using the technology based on integrability. Thanks
to this mapping to the integrable spin chain, the complete spectrum of flux-tube ex-
citations and their associated dispersion relations were found at any coupling [6]. We
can also derive, from the underlying spin-chain description, the way these excitations
scatter – i.e. their S-matrices – at any coupling [26, 35]. The energies enter directly
the decomposition (1) while the S-matrices are the fundamental objects governing the
pentagon transitions. The use of integrability is then essential to our approach since it
allows us to compute these objects at finite coupling.

• Excited GKP String. Finally, it is sometimes convenient to think of the flux tube
as the (dual of the) GKP string [19]. Indeed, the string that ends on the null square
at the boundary of AdS is dual to the two-point function of the large spin operators
discussed above [36,1].4 Excitations of the flux tube are dual to ripples on this string.
For example, (20) is dual to a folded string in AdS5 with two bumps that are dual to
the gluonic excitations, while (5) involves fluctuations in the sphere S5, dual to the
scalar excitations.

The string point of view is also quite instructive. Since it is based on a two dimensional
quantum field theory, non-trivial transformations such as mirror or crossing symmetries
are conceptually simpler to grasp in this dual language.

As we see, all these descriptions are complementary and depending on the context we might
find convenient to use one or the other. Let us now focus on some features that are common
to all these descriptions.

• Since the flux is infinite and its excitations are gapped, the number of excitations N
is a conserved charge. These excitations can be of di↵erent kinds: there are fermions,
gluons, scalars and also bound states of these more fundamental fields [6]. We use a
vector of indices a = {a1, . . . , aN} to indicate what kind of particles we are considering.
For example, in (5) we have a = {Z, . . . , Z} while for (20) we get a = {F, F}. Since it is
typically clear which excitations are being discussed we will often omit the dependence
on a in most formulae.

• The N excitations have momenta {p1, . . . , pN}. These momenta are conjugate to a
non-compact direction labelled (in each square) by � and as such they can take any

3In (20) we have two gluonic excitations F plus two scalars Z. These scalars are already present for the
vacuum (i.e., twist two) state O

vac

= tr (Z DDDD . . .DDDD Z)+ . . . since the derivatives need something
to act on. They are not dynamical, however, and can be thought as being part of the background.

4Strictly speaking, Gubser-Klebanov-Polyakov studied a folded string rotating in the middle of AdS [19].
This description is related to the one invoked here by analytic continuation [36,37,1].
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�

�

=
�

a

�
du1 . . . duN µ(u1) . . . µ(uN )

E = �(u1) + · · · + �(uN ) , p = p(u1) + · · · + p(uN )



conjugation, see footnote 8. Note finally that these form factors, PF (0|u) and PF̄ (0|u), can
be set to 1 by an appropriate normalization of the single gauge field wave function (see end
of this section and section 2.4 for further discussion of this point). Under this convention
the WL (34) becomes

Whex = 1 + 2 cos(�)f(⌧,�) + . . . with f(⌧,�) ⌘
Z

du

2⇡
µ(u)e�E(u)⌧+ip(u)� . (35)

Our next example is the MHV heptagon for which we have

Whep ⌘

(36)

=
X
a,b

Z
du dv Pa(0|u) e�E(u)⌧

1

+ip(u)�
1

+im
1

�
1Pab(ū|v) e�E(v)⌧

2

+ip(v)�
2

+im
2

�
2Pb(v̄|0)

Again, the vacuum contribution gives 1. Then, the leading processes at large ⌧1, ⌧2 are those
involving a single gluonic excitation F or F̄ . Such gluonic excitation can be produced at
the bottom and absorbed at the top. It can also be produced latter or annihilated before.
Furthermore, in the middle transition, it can change its nature. This is because the pentagon
can absorb the U(1) charge of the excitations and convert an F into an F̄ . We therefore
have two possible gluonic transitions

P (u|v) ⌘ PFF (u|v) = PFF (u|v) and P̄ (u|v) ⌘ PFF̄ (u|v) = PF̄F (u|v) , (37)

associated respectively to the U(1)-preserving and U(1)-violating processes: F
�
F̄

�
! F

�
F̄

�
and F

�
F̄

�
! F̄ (F ). In sum, we have

Whep = 1 vacuum! vacuum! vacuum! vacuum

+ 2 cos(�1)f(⌧1, �1) vacuum! F (F̄ ) ! vacuum! vacuum

+ 2 cos(�2)f(⌧2, �2) vacuum! vacuum! F (F̄ ) ! vacuum

+ 2 cos(�1 � �2)h̄(⌧1, ⌧2, �1, �2) vacuum! F̄ (F̄ ) ! F (F̄ ) ! vacuum

+ 2 cos(�1 + �2)h(⌧1, ⌧2, �1, �2) vacuum! F (F̄ ) ! F (F̄ ) ! vacuum

+ . . . (38)

Here, f is the same as before, see (35), the helicity preserving transition contributes as

h(⌧1, ⌧2, �1, �2) =

Z
du

2⇡

Z
dv

2⇡
µ(u) P (�u|v)µ(v) e�⌧

1

E(u)+ip(u)�
1

�⌧
2

E(v)+ip(v)�
2 , (39)
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Hence we have (boldface indicate vectors)

The challenge is now to compute the pentagon transitions between a state with N 
particles and another state with M excitations. 

The simplest transitions where a single excitation propagates from one square to 
the next. Multi-particles can be more or less built out of those, see below. This is 
a manifestation of Integrability for the pentagon transitions. 

Single particle transitions are associated to the lightest states so they are also the 
most important ones. E.g., they determine the dominant  behavior of the WL in the 
near collinear limit of large tau’s. 



We consider for illustration the case where the bottom and the top 
excitations are gluons. We want to compute the single particle pentagon 
transition at any coupling

3

(a) (b)

FIG. 4. Two fundamental building blocks: the expectation
value of the square (a) and pentagon WL (b) with GKP ex-
citations inserted on their bottom and top. One natural way
to insert these excitations is to start from the hexagon or
heptagon (regulated as in fig.3) and take the collinear limit
⌧

i

! 1. In this way we can extract the transitions from
known Amplitudes/WL in perturbation theory and match
them with the integrability predictions; more details in [9].

III. THE PENTAGON TRANSITION

We work with the normalization where the creation
amplitude for a single particle is set to one Pa(0|u) = 1.
We start by considering gluonic transitions involving the
twist one excitations F ⌘ Fz� and F̄ ⌘ Fz̄�, even though
most formulae hold untouched for any kind of excitation
as discussed later. We denote P (u|v) ⌘ PFF (u|v) =
P

¯F ¯F (u|v) and P̄ (u|v) ⌘ PF ¯F (u|v) = P
¯FF (u|v). We now

postulate three main axioms that single particle transi-
tions should obey. The first axiom follows from the re-
flection symmetry of the pentagon as depicted in figure
5. It reads

P (�u|� v) = P (v|u) . (6)

u

v

v

u

�v

�u

P (u|v) P (�v|� u)

reflection convention

FIG. 5. Flipping the sign of both momenta is equivalent to a
reflection of the pentagon.

We dub the second axiom as the fundamental relation:

P (u|v) = S(u, v)P (v|u) . (7)

where S(u, v) is the GKP S-matrix for the scattering
of two F excitations. Similarly P̄ (u|v) = S̄(u, v)P̄ (v|u)
where S̄ is the scattering phase between an F and an F̄
excitation. (It turns out that the two gluonic S-matrices
are related as (u� v� i)S(u, v) = (u� v + i)S̄(u, v).) All
S-matrices, between any pair of excitations, can be com-
puted exactly using integrability [9, 14], following [13].
The fundamental relation (7) establishes a precise bridge

between the worldsheet S-matrix S(u, v) and the space-
time S-matrix which is built out of pentagon transitions.

The reader familiar with Watson equations for form
factors [15] will be tempted to draw an analogy between
the fundamental relation (7) and similar relations arising
in that context. This analogy is however a bit dangerous
since in our case one excitation is in the bottom while the
other is in the top of the pentagon. If both were in the
bottom (or in the top) then it would be natural to expect
an S-matrix upon exchanging momenta; this would be
basically built into the two particle Bethe wave function.
Hence, to gain some better intuition about the origin of
the fundamental relation (7) we first need to understand
how to move excitations between the di↵erent edges of
the pentagon. The third and last axiom is precisely about
that. It is depicted in figure 6 and reads

P (u�� |v) = P̄ (v|u) (8)

where u�� is a mirror transformation such that E(u��) =
�ip(u), p(u��) = �iE(u). The precise transformation
that swaps the energy and momentum depends on which
kind of excitation we consider. For the gauge fields under
consideration it corresponds to crossing the Zhukowsky
cuts, x(u�� ± i/2) = g2/x(u ± i/2) where x(u) = (u +p

u2 � 4g2)/2, see [16]. Here g2 = �/(16⇡2) and � =
g2

Y MNc is the ’t Hooft coupling.

P (u�� |v)

v

u��

��

P̄ (�u|� v)

v

u

P̄ (v|u)

u

v

mirror cyclic

FIG. 6. Under a mirror transformation u! u�� an excitation
is sent to the neighboring edge on its right. This is consistent
with exchanging GKP space and time (in the bottom square).
Combining this transformation with a cyclic rotation leads to
(8). Under the mirror transformation the gluonic transition P
becomes a P̄ transition. This justifies some occurrences of P̄
versus P in the main text, see e.g. (8), and will be motivated
in [9].

As a corollary of our axioms, one can easily check that
P̄ (u2� |v)/P (u�3� |v) = S(v, u). This equation has a neat
interpretation: we can bring a particle from the bottom
to the top of the polygon either through the left by using
u ! u2� or through the right through u ! u�3� . Both
give us two F ’s on the top but depending on which option
we choose we end up with u to the left or to the right of
the top excitation v. To compare both options we have
to permute the two excitations thereby acquiring an S-
matrix factor. This is an important self-consistency check
of our axioms, and provides further motivation for the
fundamental relation (7), but it does not provide a deriva-
tion of it. At the same time, these kind of manipulations
illustrate how we can obtain the transitions from the

We postulate three Bootstrap like axioms that this object should satisfy. 
They take the form of functional equations. We found one solution to 
these equations which, we conjecture, gives the pentagon transition at 
any finite coupling. 

III. P (u�� |v) = P (v|u)

II. P (u|v) = S(u, v)P (v|u)

I. P (u|v) = P (�v|� u)



Axiom 1,                                   , is the obvious reflection symmetry of the pentagon.P (�u|� v) = P (v|u)



Axiom 3 comes from the mirror symmetry of the flux tube. There exists a non-
perturbative path in the rapidity u which implements the Wick rotation:

Hence we expect                                                or 

u�

u=
p(u�) = iE(u)

E(u�) = ip(u)

=u��

u

v v
P (u�� |v) = P (v|u)

Axiom 1,                                   , is the obvious reflection symmetry of the pentagon.P (�u|� v) = P (v|u)



Axiom 3 comes from the mirror symmetry of the flux tube. There exists a non-
perturbative path in the rapidity u which implements the Wick rotation:

Hence we expect                                                or 

u�

u=
p(u�) = iE(u)

E(u�) = ip(u)

=u��

u

v v
P (u�� |v) = P (v|u)

Axiom 1,                                   , is the obvious reflection symmetry of the pentagon.P (�u|� v) = P (v|u)

Axiom 2,                                       , together with the other two, implies Watson’s 
equation                                           where P(0|u,v) is given by

This is a nice self-consistency check and is the main motivation for axiom 2.

3.2 The Pentagon Transition at Finite Coupling

We are interested in the transition from a state �i(u) at the bottom to a state �j(v) at
the top of the pentagon. The matrix structure for this transition is very simple. Since the
R-symmetry is preserved by the pentagon 14 the scalar transition ought to be proportional
to the Kronecker delta

h�j(v)| bP |�i(u)i = P (u|v)�ij . (65)

In other words there is only one possible channel for the transition of a single scalar through
the pentagon and it is characterized by a single dynamical function P (u|v). This is the latter
object our fundamental axioms apply to. They read

I. P (u|v) = S(u, v)P (v|u) see (3)
(66)

u��

��

u

=

v v

II. P (u��|v) = P (v|u)

where S(u, v) is the scattering phase introduced before and �� stands for the inverse of
the mirror rotation. These axioms are quite similar to the ones proposed in [3] for gluons.
Axiom I is especially important since it relates the pentagon transition P (u, v) to the S-
matrix S(u, v). Axiom II states that the pentagon transition goes back to itself if the inverse
mirror transformation is performed on the bottom rapidity u. Behind it is the idea that
the very same transformation that rotates an excitation from one edge to another on the
square would apply to the pentagon as well. Under this assumption the excitation u�� on
the bottom edge of the pentagon can be viewed as an excitation u now living on the right
neighbouring edge (see picture in (66)). Under a cyclic rotation of the pentagon this is
nothing else that describing the pentagon transition P (v|u) as written in axiom II. Note
that there is a slight di↵erence here with the case of gauge fields where this transformation
also changes the (relative) helicity of the gluons [3].

It was pointed out in [3] that Axiom I is reminiscent of the Watson’s equation for form
factors in integrable theory [45]. This analogy is sometimes deceptive and shall be made more
precise shortly. To motivate our axioms we can perform the following consistency checks:

Unitarity: It is nice to observe that Axiom I directly implies the unitarity of the S-matrix,

S(u, v)S(v, u) =
P (u|v)

P (v|u)
⇥ P (v|u)

P (u|v)
= 1 , (67)

in agreement with property A in (62).

Mirror symmetry: Combining twice Axiom II we find

P (u��|v��) = P (v��|u) = P (u|v) . (68)

14Note that of all the continuous symmetries of the underlying theory this is the only one preserved by
the pentagon.
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It means that the pentagon transition is mirror invariant. This relation has a simple
geometric understanding since it follows from the cyclicity property of the pentagon
(i.e., the invariance under an overall �-rotation of the pentagon). We notice that this
property of the pentagon transition would be in conflict with Axiom I if the S-matrix
S(u, v) was not itself invariant under a mirror rotation, see property C in (62).

Watson’s equation: We can consider the process where a pair of scalars is produced at the
top of the pentagon. It is described by the form factor

h�i(u)�j(v)| bP |0i = P (0|u, v)�ij , (69)

and should satisfy the Watson’s equation

=h�i(u)�j(v)| bP |0i = Skl
ij (v, u) h�l(v)�k(u)| bP |0i

u v

) P (0|u, v) = Ssinglet(v, u)P (0|v, u)

v u

(70)
with Ssinglet(u, v) defined previously in (61). The Watson’s relation is easy to under-
stand: reordering two adjacent scalars within a state (here at the top of the pentagon)
is equivalent to acting with the S-matrix (see picture in (70)). The point we would
like to stress is that the Watson’s equation is not independent of our axioms (66). In
fact it is a consequence of them. To see it, we observe that we can access to P (0|u, v)
by performing on the bottom excitation either two mirror rotations or three inverse
mirror rotations,

=P (0|u, v) = P (u2�|v) = P (v�3�|u)

u2�

vvu

v�3�
=

u

(71)
It allows us to write

P (0|u, v)

P (0|v, u)
=

P (u2�|v)

P (u�3�|v)
=

S(u2�, v)S(u�, v)

S(v, u�2�)S(v, u��)S(v, u)
, (72)

where in the last equality we made use of our two axioms (66) to reexpress the ratio
on the left-hand side in terms of S-matrices only. After using the unitarity property of
S(u, v) and comparing with (70), we conclude that our axioms will be consistent with
the Watson’s equation if and and only if the pentagon identity

S(u2�, v)S(u�, v)S(u, v)S(u��, v)S(u�2�, v) = Ssinglet(v, u) (73)

is observed. A simple algebra based on the property B of the scalar S-matrix reveals
that this identity is indeed correct!

It is interesting to notice that the consistency between the fundamental relation and
the Watson’s equations strongly relies on the fact that we are dealing with an O(6)
invariant S-matrix. Curiously, the same algebra would not work out correctly if we
were using an S-matrix with O(N) symmetry with N 6= 6.
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P (0|u, v) = S(v, u)P (0|v, u)



We can solve the bootstrap equations. For example, a solution for the scalar 
excitations is 

It provides a precise connection between the space-time and the flux tube S-
matrices. They hold at any coupling.

The flux tube S-matrices can be computed at any coupling using Integrability 
[Basso,Rej;Fioravanti,Piscaglia,Rossi;Basso,Sever,PV] The main ingredients are solutions to linear integral equations akin 
to the so-called BES equation for the flux-tube vacuum.

This series of checks illustrate the nice interplay between the axioms for the pentagon tran-
sition and the general properties of the flux tube S-matrix.

The fundamental axioms (66) allow us to make an educated guess for what the pentagon
transition should be. Looking at Axiom I, for instance, we realize that the pentagon transition
P (u|v) is essentially the square-root of the S-matrix S(u, v). More precisely and with help
of property A, we get

P (u|v)2

P (v|u)2
= S(u, v)2 =

S(u, v)

S(v, u)
, (74)

that is solved by
P (u|v)2 = z(u, v)S(u, v) , (75)

with z(u, v) = z(v, u) a symmetric function. Plugging (75) into Axiom II and using symmetry
of z(u, v), we arrive at

z(u, v)

z(u��, v)
=

S(u��, v)

S(v, u)
=

S(v, u�)

S(v, u)

(u� v � i)

(u� v + i)
⇥ u� v

u� v
, (76)

where in the last step we used the crossing property B of the S-matrix. Recalling that
u� = u + i for a scalar, we see that the above relation is equivalently written as

z(u, v) =
w(u, v)S(v, u�)

(u� v)(u� v + i)
=

w(u, v)

(u� v)(u� v + i)S(u�, v)
, (77)

where w(u, v) is, by construction, invariant under mirror rotation of its rapidity, w(u�, v) =
w(u, v). It is also symmetric under exchange of the two rapidities w(u, v) = w(v, u). 15

Clearly the simplest possible solution for w is that it is a constant. Our conjecture is that it
is exactly equal to 1/g2 (within the normalization assumed in this paper).

Combining everything together our proposal for the transition of a single scalar over the
pentagon is

P (u|v)2 =
S(u, v)

g2(u� v)(u� v + i)S(u�, v)
. (79)

We see that it is expressed directly in terms of the scalar S-matrix which can be constructed
exactly using integrability. The only ambiguity that is left over is the choice of the branch
when taking the square-root of (79). This one is easily fixed by comparison with data, at
tree level already.

To complete our construction we also need to get the expression for the measure. Ac-
cording to our previous discussion, see (27), the measure µ(u)2 is readable from the double
pole of P (u|v)2 at u = v. Looking at (79) and using that S(u, u) = �1, it should then be
true that

µ(u)2 = g2 lim
v!u

i

u� v
S(u�, v) . (80)

15This follows both form the property of z(u, v) and from unitarity and crossing, which can be combined
into

(u� v)(u� v + i)S(u� , v) = (v � u)(v � u + i)S(v� , u) . (78)
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Multi-particles are built in terms of the single particle transitions:

P ({ui}|{vj}) =

Q
i,j

P (ui|vj)
Q
i>j

P (ui|uj)
Q
i<j

P (vi|vj)
x (Group theory matrix part)

We have an algorithm for getting the SU(4) matrix part but so far we only checked it up to a small 
number of particles (at most eight). For example, for two scalars

fermions (see for example [44] and appendix D). It means in practice that we cannot easily
move a fermion from one edge of the Wilson loop to another or at least not just through
a simple analytical continuation. This obstruction makes the construction of the pentagon
transitions for fermions a bit harder and our conjecture for them is based to a large extent on
the experience acquired here with the gluonic and scalar transitions. We hope that a more
rigorous understanding of fermions transitions will be achieved in the near future.

As we move to higher twist we encounter bound states and multi-particle states. The
bound states can be treated similarly to single-particle states. Their S-matrices and disper-
sion relations are known at any coupling and they obey nice fusion relations. The latter
relations connect bound states of di↵erent sizes to one another and also relate them to their
fundamental twist-one constituents. It follows then that the bound-state transitions satisfy
the very same kind of axioms as those for the twist-one particles considered in this paper.
The bound-state family comprise the two towers Dm

z Fz� and Dm
z̄ Fz̄� which played an im-

portant role in previous OPE analysis [1, 24]. They also play a prominent role at strong
coupling and they will be studied in greater details in a forthcoming publication [35].

The multi-particle transitions are also equipped with their own bootstrap equations.
These can often be solved explicitely in terms of single-particle transitions, as exemplified
in [3] with gauge fields. More generally we believe that their solution can always be written as
a product of two contributions: the dynamical part and the matrix structure, which transform
respectively as scalar and tensor under the R-symmetry group SU(4). For example, for a
2! 2 transition among scalars we found that

P (u|v)j
1

j
2

i
1

i
2

= Pdyn(u|v)
⇥
⇡1(u|v)�j

1

i
1

�j
2

i
2

+ ⇡2(u|v)�j
2

i
1

�j
1

i
2

+ ⇡3(u|v)�i
1

i
2

�j
1

j
2

⇤
, (145)

where u = {u1, u2} and v = {v1, v2}. The incoming SO(6) indices i1, i2 run from 1 to
6 and indicate which pair of scalars we insert at the bottom while the outgoing indices
j1, j2 parametrize the state at the top. This transition fulfills several important require-
ments, which almost uniquely specify it. For instance, suppose we take a bottom particle
and move it to the top through a sequence of mirror transformations while at the same
time we take a top particle and move it to the bottom. We should end up with the very
same object up to a relabelling of R-symmetry indices and rapidities. More precisely, since
for scalars a mirror transformation is simply a shift of rapidity, we should observe that
P (u1, u2 � 3i|v1 � 2i, v2)

j
1

j
2

i
1

i
2

= P (v1, u1|v2, u2)
j
2

i
2

j
1

i
1

. Further constraints come from the Wat-
son’s equations that tell us that exchanging two particles can be compensated by the action
of the S-matrix. All these equations have their counterparts in the bootstrap program for
form factors in integrable models [45] which provides us with valuable strategy for solving
them (see in particular the analysis of matrix structures for form factors in models with
O(N) symmetry [63]). At the end of the day we found that the most natural solution to all
these equations reads

Pdyn(u|v) =
P (u1|v1)P (u1|v2)P (u2|v1)P (u2|v2)

P (u2|u1)P (v1|v2)
,
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where the matrix functions      are simple, rational functions of the rapidities, independent of the coupling.  �j



We can now compare our representation

conjugation, see footnote 8. Note finally that these form factors, PF (0|u) and PF̄ (0|u), can
be set to 1 by an appropriate normalization of the single gauge field wave function (see end
of this section and section 2.4 for further discussion of this point). Under this convention
the WL (34) becomes

Whex = 1 + 2 cos(�)f(⌧,�) + . . . with f(⌧,�) ⌘
Z

du

2⇡
µ(u)e�E(u)⌧+ip(u)� . (35)

Our next example is the MHV heptagon for which we have

Whep ⌘

(36)

=
X
a,b

Z
du dv Pa(0|u) e�E(u)⌧

1

+ip(u)�
1

+im
1

�
1Pab(ū|v) e�E(v)⌧

2

+ip(v)�
2

+im
2

�
2Pb(v̄|0)

Again, the vacuum contribution gives 1. Then, the leading processes at large ⌧1, ⌧2 are those
involving a single gluonic excitation F or F̄ . Such gluonic excitation can be produced at
the bottom and absorbed at the top. It can also be produced latter or annihilated before.
Furthermore, in the middle transition, it can change its nature. This is because the pentagon
can absorb the U(1) charge of the excitations and convert an F into an F̄ . We therefore
have two possible gluonic transitions

P (u|v) ⌘ PFF (u|v) = PFF (u|v) and P̄ (u|v) ⌘ PFF̄ (u|v) = PF̄F (u|v) , (37)

associated respectively to the U(1)-preserving and U(1)-violating processes: F
�
F̄

�
! F

�
F̄

�
and F

�
F̄

�
! F̄ (F ). In sum, we have

Whep = 1 vacuum! vacuum! vacuum! vacuum

+ 2 cos(�1)f(⌧1, �1) vacuum! F (F̄ ) ! vacuum! vacuum

+ 2 cos(�2)f(⌧2, �2) vacuum! vacuum! F (F̄ ) ! vacuum

+ 2 cos(�1 � �2)h̄(⌧1, ⌧2, �1, �2) vacuum! F̄ (F̄ ) ! F (F̄ ) ! vacuum

+ 2 cos(�1 + �2)h(⌧1, ⌧2, �1, �2) vacuum! F (F̄ ) ! F (F̄ ) ! vacuum

+ . . . (38)

Here, f is the same as before, see (35), the helicity preserving transition contributes as

h(⌧1, ⌧2, �1, �2) =

Z
du

2⇡

Z
dv

2⇡
µ(u) P (�u|v)µ(v) e�⌧

1

E(u)+ip(u)�
1

�⌧
2

E(v)+ip(v)�
2 , (39)
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with weak and strong coupling results. 

At strong coupling we can derive the Y-system in [Alday,Gaiotto,Maldacena; Alday,Maldacena,Sever,Vieira]

This involves re-summing infinitely many 
multi-particles and boundstates.  

This is quite exciting since the strong coupling
 result was begging for such an interpretation. 

Figure 1: The polygon is specified at the AdS boundary by the positions of the cusps xi.
These positions are related to an ordered sequence of momenta ki by ki = xi−xi−1. The two
dimensional a minimal surface streches in the AdS bulk and ends on the polygonal contour
at the boundary.

2 The classical sigma model and Hitchin equations

The classical AdS5 sigma model is integrable. This can be shown by exhibiting a one pa-
rameter family of flat connections. For our problem, it will be convenient to choose this
one parameter family in a special way which will simplify its asymptotic behavior on the
worldsheet. In fact, to make this choice we will make use of the Virasoro constraints of the
theory. This has been explained in detail in previous papers [22, 23, 24, 25, 26, 27]. Instead
of repeating the whole discussion, we will present a slightly more abstract and algebraic
version here.

2.1 General integrable theories and Hitchin equations

Let us assume that we have a coset space G/H . Let us assume that the Lie algebra G
has a Z2 symmetry that ensures integrability. In other words, imagine that the Lie algebra
has the decomposition G = H + K so that H is left invariant under the action of the Z2

generator while elements in K are sent to minus themselves. We then write the G invariant
currents J = g−1dg. This is a flat current dJ + J ∧ J = 0. We can decompose J in terms its
components along H and K as

J = g−1dg = H + K (3)

When we gauge the sigma model we add a gauge field along H, and we can do local H
gauge transformations. The equations of motion of the system can be written in terms of

5



At weak coupling we checked the single particle transitions against all available data in 
the literature for Wilson loops up to 3 loops.

MHV Hexagon at 1 Loop [Bern,Dixon,Smirnov], 2 Loops [Del Duca,Duhr,Smirnov; 
Goncharov,Spradlin,Vergu,Volovich], 3 Loops [Dixon,Drummond,Henn], 4 Loops 
[Dixon,Duhr,Pennington, to appear]

MHV Heptagon at 1 Loop [Bern,Dixon,Smirnov], 2 Loops [Caron-Huot]

NMHV Hexagon at 1 Loop [Bern,Dixon,Dunbar,Kosower; 
Drummond,Henn,Korchemsky,Sokatchev], 2 Loops [Dixon,Drummond,Henn]

NMHV Heptagon at 1 Loop [Bourjaily,Caron-Huot,Trnka], 2 Loops [Caron-Huot,He]

(MHV amplitudes = Bosonic WL, non-MHV amplitudes = Superloop [Skinner,Mason;Caron-Huot]; 
OPE still applies [Sever, PV,Wang])
We also generated infinitely many higher loop predictions

Not everything is done:
We have conjectures for transitions 
with fermions. But they are not as well 
motivated since mirror (and crossing) 
transformation for fermions is not well 
understood/does not seem to exist. 
We seem to be able to compute matrix part case by case but a general expression 
(which would render the re-summation easy) is still lacking.
Once we have all the transitions, or at least many transitions, would be nice to think 
what is the best way to plot the amplitude. 

u�

u=
p(u�) = iE(u)

E(u�) = ip(u)



Does our partition function

conjugation, see footnote 8. Note finally that these form factors, PF (0|u) and PF̄ (0|u), can
be set to 1 by an appropriate normalization of the single gauge field wave function (see end
of this section and section 2.4 for further discussion of this point). Under this convention
the WL (34) becomes

Whex = 1 + 2 cos(�)f(⌧,�) + . . . with f(⌧,�) ⌘
Z

du

2⇡
µ(u)e�E(u)⌧+ip(u)� . (35)

Our next example is the MHV heptagon for which we have

Whep ⌘

(36)

=
X
a,b

Z
du dv Pa(0|u) e�E(u)⌧

1

+ip(u)�
1

+im
1

�
1Pab(ū|v) e�E(v)⌧

2

+ip(v)�
2

+im
2

�
2Pb(v̄|0)

Again, the vacuum contribution gives 1. Then, the leading processes at large ⌧1, ⌧2 are those
involving a single gluonic excitation F or F̄ . Such gluonic excitation can be produced at
the bottom and absorbed at the top. It can also be produced latter or annihilated before.
Furthermore, in the middle transition, it can change its nature. This is because the pentagon
can absorb the U(1) charge of the excitations and convert an F into an F̄ . We therefore
have two possible gluonic transitions

P (u|v) ⌘ PFF (u|v) = PFF (u|v) and P̄ (u|v) ⌘ PFF̄ (u|v) = PF̄F (u|v) , (37)

associated respectively to the U(1)-preserving and U(1)-violating processes: F
�
F̄

�
! F

�
F̄

�
and F

�
F̄

�
! F̄ (F ). In sum, we have

Whep = 1 vacuum! vacuum! vacuum! vacuum

+ 2 cos(�1)f(⌧1, �1) vacuum! F (F̄ ) ! vacuum! vacuum

+ 2 cos(�2)f(⌧2, �2) vacuum! vacuum! F (F̄ ) ! vacuum

+ 2 cos(�1 � �2)h̄(⌧1, ⌧2, �1, �2) vacuum! F̄ (F̄ ) ! F (F̄ ) ! vacuum

+ 2 cos(�1 + �2)h(⌧1, ⌧2, �1, �2) vacuum! F (F̄ ) ! F (F̄ ) ! vacuum

+ . . . (38)

Here, f is the same as before, see (35), the helicity preserving transition contributes as

h(⌧1, ⌧2, �1, �2) =

Z
du

2⇡

Z
dv

2⇡
µ(u) P (�u|v)µ(v) e�⌧

1

E(u)+ip(u)�
1

�⌧
2

E(v)+ip(v)�
2 , (39)

18

re-sum into some beautiful object from the Integrability point of view? 

At strong coupling it does!: The Yang-Yang functional and its associated 
TBA equations.* What about finite coupling? We don’t know yet but in any 
case, we should be able to plot the finite coupling amplitude nevertheless. 

* for the experts: the strong coupling result for the Wilson loop contains several contributions but 
once we compute the finite ratio W everything cancels out except for the nicest of all (from the 
Integrability point of view) which is the Yang-Yang functional!

Could be interesting to see how WL data from other conformal gauge 
theories looks like when OPE decomposed.
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Multi-particles

P ({ui}|{vj}) =

Q
i,j

P (ui|vj)
Q
i>j

P (ui|uj)
Q
i<j

P (vi|vj)
x (Group theory matrix part)

The matrix part encodes the SU(4) symmetry of the excitations. For gluons 
the matrix part is 1. For scalars and fermions it is non-trivial. For example, 
for two scalars we have

where

fermions (see for example [44] and appendix D). It means in practice that we cannot easily
move a fermion from one edge of the Wilson loop to another or at least not just through
a simple analytical continuation. This obstruction makes the construction of the pentagon
transitions for fermions a bit harder and our conjecture for them is based to a large extent on
the experience acquired here with the gluonic and scalar transitions. We hope that a more
rigorous understanding of fermions transitions will be achieved in the near future.

As we move to higher twist we encounter bound states and multi-particle states. The
bound states can be treated similarly to single-particle states. Their S-matrices and disper-
sion relations are known at any coupling and they obey nice fusion relations. The latter
relations connect bound states of di↵erent sizes to one another and also relate them to their
fundamental twist-one constituents. It follows then that the bound-state transitions satisfy
the very same kind of axioms as those for the twist-one particles considered in this paper.
The bound-state family comprise the two towers Dm

z Fz� and Dm
z̄ Fz̄� which played an im-

portant role in previous OPE analysis [1, 24]. They also play a prominent role at strong
coupling and they will be studied in greater details in a forthcoming publication [35].

The multi-particle transitions are also equipped with their own bootstrap equations.
These can often be solved explicitely in terms of single-particle transitions, as exemplified
in [3] with gauge fields. More generally we believe that their solution can always be written as
a product of two contributions: the dynamical part and the matrix structure, which transform
respectively as scalar and tensor under the R-symmetry group SU(4). For example, for a
2! 2 transition among scalars we found that

P (u|v)j
1

j
2

i
1

i
2

= Pdyn(u|v)
⇥
⇡1(u|v)�j

1

i
1

�j
2

i
2

+ ⇡2(u|v)�j
2

i
1

�j
1

i
2

+ ⇡3(u|v)�i
1

i
2

�j
1

j
2

⇤
, (145)

where u = {u1, u2} and v = {v1, v2}. The incoming SO(6) indices i1, i2 run from 1 to
6 and indicate which pair of scalars we insert at the bottom while the outgoing indices
j1, j2 parametrize the state at the top. This transition fulfills several important require-
ments, which almost uniquely specify it. For instance, suppose we take a bottom particle
and move it to the top through a sequence of mirror transformations while at the same
time we take a top particle and move it to the bottom. We should end up with the very
same object up to a relabelling of R-symmetry indices and rapidities. More precisely, since
for scalars a mirror transformation is simply a shift of rapidity, we should observe that
P (u1, u2 � 3i|v1 � 2i, v2)

j
1

j
2

i
1

i
2

= P (v1, u1|v2, u2)
j
2

i
2

j
1

i
1

. Further constraints come from the Wat-
son’s equations that tell us that exchanging two particles can be compensated by the action
of the S-matrix. All these equations have their counterparts in the bootstrap program for
form factors in integrable models [45] which provides us with valuable strategy for solving
them (see in particular the analysis of matrix structures for form factors in models with
O(N) symmetry [63]). At the end of the day we found that the most natural solution to all
these equations reads

Pdyn(u|v) =
P (u1|v1)P (u1|v2)P (u2|v1)P (u2|v2)

P (u2|u1)P (v1|v2)
,
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while

⇡1(u|v) + ⇡2(u|v) = 1 , ⇡2(u|v) =
(u1 � v1)(u2 � v2 + i)

(u1 � u2 � i)(v1 � v2 + i)
,

⇡2(u|v) + ⇡3(u|v) =
(u1 � v1)(u2 � v2 + i)(u1 � v1 � i)(u2 � v2 + 2i)

(u1 � u2 � i)(u1 � u2 � 2i)(v1 � v2 + i)(v1 � v2 + 2i)
. (146)

We expect (and partially checked) a similar pattern for a larger number of scalars and also for
a broader class of excitations. We believe for instance that the factorization of the dynamical
part (into a product of single particle transitions) is universal and should be a consequence of
the Integrability of the theory. This part should also capture all the non-trivial dependence
on the coupling (which is hidden inside the single-particle transitions). The matrix part is
then coupling independent and governed by a bunch of functions ⇡i, whose number grows
fast with the number of particles. Our guess for them is that they are all rational functions
of the di↵erences of rapidities. This is clearly the case for the two-particle solution in (146).
Our algorithm for producing all these functions ⇡i for transitions involving higher number of
scalars also supports this assumption. It would be very interesting to explore these matrix
structures on their own, to investigate whether they admit a factorization of sort, whether
they are subject to some kind of simple graphical relation or to some fusion-hierarchy equa-
tions which will make their construction easier and their analysis more transparent.

There is a also a very nice story about data extraction for multi particle transitions.
We can check for example a particular component of the conjecture (145) by first using the
mirror transformation to distribute the excitations on di↵erent edges of the pentagon and
then apply the flattening procedure of section 2.3 to each of the edges

v�
2v1

u��
2u1

Z X

=

X̄ Z̄

u1

u2

v2

v1

Integrability Amplitude

WN2MHV
nonagon

(147)

This is quite a nice trick actually, for at least two reasons. First, it probes the mirror
transformation, which we recall is non-perturbative in the ’t Hooft coupling and thus always
constitutes a very non-trivial check of the finite coupling structure. Second, it is very useful
at the technical level: since we end up with a single scalar at each edge after the mirror
transformations, we do not need to use the two-particle wave function (which is not known
yet in the relevant channel).

For gluons, because their scattering is reflectionless, everything is much simpler. There is
no matrix part and their multi-particle transitions were already reported in [3]. For fermions,
again the lack of ability of moving them around using mirror transformations amputates
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(We believe we have an algorithm for getting the matrix part but so far we only checked it 
up to a small number of particles, at most 8)



For the experts, in terms of the momentum twistors appearing in the previous talks 
we have

General n-gons

For a general n-edges polygon, the three conformal cross ratios of the j’th middle square
(⌧j, �j, �j) can be expressed in terms of the momentum twistors as

e2⌧
2j ⌘ h�j, j + 1, j + 2, j + 3ih�j � 1,�j,�j + 1, j + 2i

h�j � 1,�j, j + 2, j + 3ih�j,�j + 1, j + 1, j + 2i ,

e�
2j+⌧

2j�i�
2j ⌘ h�j � 1,�j, j + 1, j + 2ihj, j + 1, j + 2, j + 3i

h�j � 1, j + 1, j + 2, j + 3ih�j, j, j + 1, j + 2i , (160)

e�
2j+⌧

2j+i�
2j ⌘ h�j � 2,�j � 1,�j,�j + 1ih�j � 1,�j, j + 1, j + 2i

h�j � 2,�j � 1,�j, j + 2ih�j � 1,�j,�j + 1, j + 1i ,

e2⌧
2j+1 ⌘ h�j � 1, j + 1, j + 2, j + 3ih�j � 2,�j � 1,�j, j + 2i

h�j � 2,�j � 1, j + 2, j + 3ih�j � 1,�j, j, j + 2i ,

e�
2j+1

+⌧
2j+1

�i�
2j+1 ⌘ h�j � 2,�j � 1,�j,�j + 1ih�j � 1,�j, j + 2, j + 3i

h�j � 2,�j � 1,�j, j + 3ih�j � 1,�j,�j + 1, j + 2i ,

e�
2j+1

+⌧
2j+1

+i�
2j+1 ⌘ hj + 1, j + 2, j + 3, j + 4ih�j � 1,�j, j + 2, j + 3i

h�j � 1, j + 2, j + 3, j + 4ih�j, j + 1, j + 2, j + 3i ,

where in the convention of (2) the edge 1 is the very bottom one, the edge 2 is the next on
its right, ..... Here, hi, j, k, li is a shorthand for hZi, Zj, Zk, Zli and our definitions here are
equivalent to the ones in figure 2 of [3]. Note that we have di↵erent expressions for even and
odd j’s because the tessellation oscillates as indicated in (2). Flipping the signs of all �i is
a symmetry of the problem and thus describes conformally equivalent polygons.

B Flipping and Gluing

In the decomposition of the Wilson loop (33) and (36), some rapidities are flipped and some
are not. In this appendix we comment on this feature which relates to the way pentagons
are glued together in the decomposition.

Our convention for the sign and ordering of the rapidities entering the pentagon transi-
tions is as follows

e�i[p(u
1

)+p(u
2

)]�
Bot P (u1, u2|v1, v2) e+i[p(v

1

)+p(v
2

)]�
Top = =

Bottom

Top

u1 u2

v1 v2

u2 u1

v2 v1

Bottom

Top

(161)
That is, we measure the momentum flow in the bottom edge w.r.t. the direction pointing
toward the middle cusp, while in the top edge this is the other way around. At both the top
and the bottom, the particles are ordered according to their distance to the middle cusp.
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Computing the f-functions

A particular way of presenting the f -functions, which is most convenient for expanding them
in perturbation theory, makes use of two auxiliary vectors i(u), ̃j(u) (that depend on
the coupling and also on the rapidity u) and of a matrix Kij (which only depends on the
coupling). The indices take values over all positive integers. In perturbation theory we can
e↵ectively truncate the range of the indices as explained below. The matrix elements are
given by

Kij = 2j(�1)j(i+1)

1Z
0

dt

t

Ji(2gt)Jj(2gt)

et � 1
, (181)

where Ji is the i-th Bessel function. This same matrix K is useful for computing the f -
functions for the scalar as well as for the gluon excitations. It corresponds to the kernel
of the Beisert-Eden-Staudacher equation [47], when written in the manner of [69], and it is
universal, in that it is the same for all the excitations of the GKP background [17]. The
vectors , ̃, on the other hand, depend on which case we are interested in, but, actually, in
a very minimal way. In fact, we can introduce a parameter ⌘ such that ⌘ = 0 for scalars and
⌘ = 1 for gluons and describe fi for both cases at once. We have

j(u) ⌘ �
1Z
0

dt

t

Jj(2gt)(J0(2gt)� cos(ut)
⇥
et/2

⇤(�1)⌘⇥j

)

et � 1

̃j(u) ⌘ �
1Z
0

dt

t
(�1)j+1Jj(2gt) sin(ut)

⇥
et/2

⇤(�1)⌘⇥(j+1)

et � 1

Next we construct the inverse of the identity matrix plus the matrix K,

M ⌘ (1 +K)�1 = 1�K +K2 �K3 + . . . (182)

together with a trivial diagonal matrix Q with entries Qij = �ij(�1)i+1i. The functions fi
are then given by

f1(u, v) = 2 ̃(u) ·Q ·M · (v) , f2(u, v) = 2 ̃(v) ·Q ·M · (v) (183)

f3(u, v) = 2 ̃(u) ·Q ·M · ̃(v) , f4(u, v) = 2(v) ·Q ·M · (v) (184)

Perturbation theory

In perturbation theory Kij = O(gi+j) so that we can truncate the range of the indices to go
over i, j = 1, 2, . . . ,⇤� 1 and get accurate results to order g⇤. The inverse M is also trivial
to compute exactly in perturbation theory since we can truncate (182). For example, to get
results up to order g4 we simply need to use

Q ·M =

0@ 11⇡4g4

45
� ⇡2g2

3
+ 1 �4g3⇣(3) � 1

15
g4⇡4

�4g3⇣(3) 2g4⇡4

15
� 2 0

� 1
15
g4⇡4 0 3

1A (185)
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We have a matrix:

And 2 vectors similar to each other. One of them is 
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Finally we have a matrix of integers                               and 
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Perturbation theory

In perturbation theory Kij = O(gi+j) so that we can truncate the range of the indices to go
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Then we construct four similar functions f1,2,3,4 . For example
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where Ji is the i-th Bessel function. This same matrix K is useful for computing the f -
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The gluon S-matrix which is the non-trivial ingredient in the pentagon transitions, reads

For the measure we have

µ(u) =
⇡g2

cosh (⇡u)
⇥

exp

 1Z
0

dt

t
(J0(2gt)� 1)

2et/2 cos(ut)� J0(2gt)� 1

et � 1
+ f3(u, u)� f4(u, u)

�
,

(176)

where we used that f1(u, u)� f2(u, u) = 0, see (172).

Formulae for Gluon

Similarly, we can write

S(u, v) =
�(3

2
� iu)�(3

2
+ iv)�(iu� iv)

�(3
2
+ iu)�(3

2
� iv)�(iv � iu)

F (u, v) ,

S(u�, v) =
⇡g2 sinh (⇡(u� v))

(u� v � i) cosh (⇡u) cosh (⇡v)
G(u, v) ,

(177)

for the gluons, where now

logF = 2i

1Z
0

dt

t
(J0(2gt)� 1)

e�t/2(sin (ut)� sin (vt))

et � 1
� 2if1 + 2if2 ,

logG = 2

1Z
0

dt

t
(J0(2gt)� 1)

et/2(cos (ut) + cos (vt))� J0(2gt)� 1

et � 1
+ 2f3 � 2f4 .

(178)

Our ansatz for the gluon transitions and measure in terms of the S-matrix (177) are given
in (112), (27). Using (178) we obtain

P (u|v) = � �(iu� iv)

g2�(3
2
+ iu)�(3

2
� iv)

p
(x+y� � g2) (x�y+ � g2) (x+y+ � g2) (x�y� � g2)⇥

exp

 1Z
0

dt

t
(J0(2gt)� 1)

J0(2gt) + 1� e�t/2(e�iut + eivt)

et � 1
� if1 + if2 � f3 + f4

�
.

(179)
for the transition, where we recall that x± = x(u ± i

2
), y± = x(v ± i

2
) and x(u) = 1

2
(u +p

u2 � 4g2). For the measure we have

µ(u) = � ⇡g2

cosh (⇡u)

(u2 + 1
4
)

(x+x� � g2)
p
(x+x+ � g2)(x�x� � g2)

⇥

exp

 1Z
0

dt

t
(J0(2gt)� 1)

2e�t/2 cos(ut)� J0(2gt)� 1

et � 1
+ f3(u, u)� f4(u, u)

�
.

(180)

We now explain how to compute the functions fi.
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The mirror S-matrix uses the other two functions f1,2,3,4

The famous cusp anomalous dimension is nothing but (4g2 times) [Q · M]1,1



F OPE in Position Space for the Scalar NMHVHexagon

All the expressions in this appendix can be found in the compaying notebook Fnl.nb, where
use is made of the notations of the HPL package [36].

We have (H = H(�x) and H̄ = H(+x))

F (0)
0 = 1

F (1)
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For the three-loop predictions we have
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and finally
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G Description of Attached Notebooks

Here we briefly describe the few mathematica notebooks that the reader can find in attach-
ment to this paper:

• Fnl.nb contains the functions F (l)
n in (88) up to three loops,

• beta.nb contains the function � in (94),

• Functionshf.nb contains the functions fi in (117) and the functions hi in (124),

• f1f2f3f4.nb is a notebook that yields the functions f1, f2, f3 and f4 appearing in the
finite coupling conjectures for the pentagon transitions to any desired order in pertur-
bation theory. This allows one to straightforwardly expand the pentagon transitions
perturbatively at weak coupling. For more details see appendix E.
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where we used the hexagon twistors written down in appendix A, see (156). In section 1.2
and 2.4 we performed a similar check for the heptagon. In that case we inverse Fourier
transformed the (leading collinear limit of the) heptagon amplitude and matched it against
the bootstrap predictions. Of course, the heptagon check includes the hexagon one, since
the two are related by a collinear limit. It is nice to verify it explicitly nevertheless. The
match of (86) with (87) is also useful to align the sign ambiguity discussed below (80) with
our convention for the normalization of the twistors (156).

From the bootstrap viewpoint higher loops are not conceptually more involved. The
only di�culty, as alluded to before, is technical and related to the Fourier transformation
to position space. The simplest way of guessing these Fourier integrals is to assume –
based on empirical evidence – that at any loop order the hexagon contribution (42) can be
parametrized in terms of so called Harmonic Polylogs (HPLs). Precisely we write

W (6134) =
e�⌧

2 cosh(�)

1X
l=0

g2l
lX

n=0

⌧nF (l)
n (�) + O(e�2⌧ ) , (88)

where F (l)
n are linear combinations of HPLs in x = e2� of maximum degree 2l � n and with

slots 0 or 1 only,16

F (l)
n (�) = a+

1X
i=0

aiHi(�x) +
1X

i,j=0

ai,jHi,j(�x) + . . . +
1X

i
1

,...,i
2l�n=0

ai
1

,...,i
2l�n

Hi
1

,...,i
2l�n

(�x) . (89)

Here a, a0, a1, a0,0, a0,1, etc., are just constants, which depend implicitly on l and n. For ex-
ample, at tree level l = n = 0 and all that we have is a constant a which in our normalization
is just 1. Note that the harmonic polylogs are generalizations of the usual polylogs. In fact,
up to degree three, they can all be re-expressed as familiar polylogs Li1,2,3. More generally,
they can all be conveniently manipulated using the mathematica package HPL [36], where,
for illustration, H1,0(x) is entered as HPL[{1,0},x]. For further details on this interesting
class of functions please see [36,37].

Equipped with the ansatz (89) the next step is to fix the constants a, a0, . . . . One way
of doing is by comparing the Taylor expansion in e� of the ansatz (89) with the one of the
integral in (42) at the given loop order. What is nice about it is that both expansions are
very simple to perform. To expand (89) we can use the HPL package, for instance, while to
expand (42) we just need to extract residues of the integrand in the lower half of the u plane.
In the latter case, each residue is in correspondence with a power of e�.

Once all the constants have been fixed using the first few terms in the expansion, one can
test a few more residues as self-consistency checks. Typically, it is relatively easy to perform
the analysis for the first few hundred powers of e�. Then, as an extra verification, one can
compare (89) and (42) numerically with high precision.

This algorithm works perfectly up to the maximal order we have checked, which is three
loops. The functions F (l)

n (�) that we obtained are summarized in Appendix F and given in

16There is an even more convenient ansatz: one applies HPLLogExtract@ansatz/.HPL[{0},-x]-

>HPL[{0},x] to the ansatz (89). This new ansatz is a bit more convenient: It is more manifestly real
for x ⌧ 1, provided the coe�cients {a, ai, . . .} are all real.
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We can solve the bootstrap equations. A solution for the scalar excitations is 

while for gluonic excitations we have (f is a simple function of the so called Zhukowsky variables)

These formulae establish a precise connection between the space-time and the flux 
tube S-matrices. They hold at any coupling.

The flux tube S-matrices can be computed at any coupling using Integrability 
[Basso,Rej;Fioravanti,Piscaglia,Rossi;Basso,Sever,PV] The main ingredients are the solutions to the so called BES 
[Beisert,Eden,Staudacher] equation describing the flux tube vacuum. 

This series of checks illustrate the nice interplay between the axioms for the pentagon tran-
sition and the general properties of the flux tube S-matrix.

The fundamental axioms (66) allow us to make an educated guess for what the pentagon
transition should be. Looking at Axiom I, for instance, we realize that the pentagon transition
P (u|v) is essentially the square-root of the S-matrix S(u, v). More precisely and with help
of property A, we get

P (u|v)2

P (v|u)2
= S(u, v)2 =

S(u, v)

S(v, u)
, (74)

that is solved by
P (u|v)2 = z(u, v)S(u, v) , (75)

with z(u, v) = z(v, u) a symmetric function. Plugging (75) into Axiom II and using symmetry
of z(u, v), we arrive at

z(u, v)

z(u��, v)
=

S(u��, v)

S(v, u)
=

S(v, u�)

S(v, u)

(u� v � i)

(u� v + i)
⇥ u� v

u� v
, (76)

where in the last step we used the crossing property B of the S-matrix. Recalling that
u� = u + i for a scalar, we see that the above relation is equivalently written as

z(u, v) =
w(u, v)S(v, u�)

(u� v)(u� v + i)
=

w(u, v)

(u� v)(u� v + i)S(u�, v)
, (77)

where w(u, v) is, by construction, invariant under mirror rotation of its rapidity, w(u�, v) =
w(u, v). It is also symmetric under exchange of the two rapidities w(u, v) = w(v, u). 15

Clearly the simplest possible solution for w is that it is a constant. Our conjecture is that it
is exactly equal to 1/g2 (within the normalization assumed in this paper).

Combining everything together our proposal for the transition of a single scalar over the
pentagon is

P (u|v)2 =
S(u, v)

g2(u� v)(u� v + i)S(u�, v)
. (79)

We see that it is expressed directly in terms of the scalar S-matrix which can be constructed
exactly using integrability. The only ambiguity that is left over is the choice of the branch
when taking the square-root of (79). This one is easily fixed by comparison with data, at
tree level already.

To complete our construction we also need to get the expression for the measure. Ac-
cording to our previous discussion, see (27), the measure µ(u)2 is readable from the double
pole of P (u|v)2 at u = v. Looking at (79) and using that S(u, u) = �1, it should then be
true that

µ(u)2 = g2 lim
v!u

i

u� v
S(u�, v) . (80)

15This follows both form the property of z(u, v) and from unitarity and crossing, which can be combined
into

(u� v)(u� v + i)S(u� , v) = (v � u)(v � u + i)S(v� , u) . (78)
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for instance. Combining everything together we obtain the proposal [3]

P (u, v)2 =
f(u, v)

g2(u� v)(u� v � i)

S(u, v)

S(u�, v)
, (112)

with f(u, v) the symmetric function (110). The transitions P̄ (u|v) is then obtained by
using (106) and (107). The measure µ(u) is extracted from the residue of the transition as
for the scalar, see (27).

We close this section by presenting explicit expressions for µ(u), µ(u)P (�u|v)µ(v), and
µ(u)P̄ (�u|v)µ(v) at leading order in perturbation theory. These combinations are nothing
but the hexagon and heptagon leading OPE integrands, see (35-39). We find

µ(u) = �g2 �
�

1
2
� iu

�
�

�
1
2

+ iu
�

u2 + 1
4

+ . . .

µ(u)P (�u|v)µ(v) = �g2 �
�

3
2

+ iu
�
�

�
3
2

+ iv
�
�(�iu� iv)�

u2 + 1
4

� �
v2 + 1

4

� + . . .

µ(u)P̄ (�u|v)µ(v) = g4 �
�

3
2

+ iu
�
�

�
3
2

+ iv
�
�(2� iu� iv)�

u2 + 1
4

�2 �
v2 + 1

4

�2 + . . .

(113)

See appendix E for the full finite-coupling formulae. In the next section we shall match these
expressions – and their higher loops generalizations – against available perturbative data.

4.2 Matching with Data: W versus Remainder Function

To the first orders at weak coupling, the expansion of the gluonic transitions, measure and
dispersion relation were presented in [3], see also (113). It is straightforward to generate
further terms in these expansions for the higher orders in perturbation theory. The proce-
dure is explained in appendix E and automatized in the attached mathematica notebook.
With this in hand, we can proceed with the Fourier transform and obtain arbitrarily many
predictions for the leading collinear behavior of Wilson loops in perturbation theory.

Prior to compare bootstrap predictions and known amplitudes, we recall that the OPE
computes the ratio W defined in (30) and (31). On the other hand, the relevant data for
bosonic Wilson loops (dual to MHV amplitudes) is usually expressed in terms of the so-
called remainder function [16]. It is quite simple to establish the dictionary between these
two finite and conformally invariant quantities. The remainder function logR is defined as
the logarithm of the ratio between the amplitude and the BDS ansatz [50,16]

W = R⇥WBDS , (114)

where WBDS is given by the Wilson loop expectation value computed in a U(1) theory with
coupling 4g2 ! �cusp(g). 22 At one loop WBDS is equal to W and therefore the remainder

22Strictly speaking, this equality between WBDS and the v.e.v. of the Wilson loop in an abelian theory
holds only up to scheme dependent quantities, which drop out when considering our ratios.
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Multi-particles are built in terms of the single particle transitions:

P ({ui}|{vj}) =

Q
i,j

P (ui|vj)
Q
i>j

P (ui|uj)
Q
i<j

P (vi|vj)
x (Group theory matrix part)

(We believe we have an algorithm for getting the matrix part but so far we only checked it 
up to a small number of particles, at most 8)


